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1
METHOD AND DEVICE FOR ALIGNING A
PLURALITY OF DIGITAL PICTURES

The present application claims the benefit of the SG patent
application 201105851-8 (filed on 15 Aug. 2011), the entire
contents of which are incorporated herein by reference for all
purposes.

TECHNICAL FIELD

Embodiments relate generally to a method and a device for
aligning-a plurality of digital pictures.

BACKGROUND

High dynamic range (HDR) images have been gaining
wide applications in the field of image processing, computer
graphics and virtual reality to simulate the real world. The
most popular approach for HDR generation is to synthesize
an HDR image from several low dynamic range (LDR)
images with different exposures. It is crucial to align the LDR
images due to camera movement to avoid blurred HDR
images.

Image alignment or registration has been a fundamental
problem in image processing and computer vision. Although
a large number of techniques have been proposed, the regis-
tration methods may be generally classified into two catego-
ries: pixel-based (intensity-based/area-based) algorithms and
feature-based algorithms. Intensity-based methods use pixel-
to-pixel matching to find a parametric transformation
between two images. For feature-based methods, distinctive
features from each image is extracted first before matching
and warping the features and images according to parametric
transformations estimated from those correspondences. As
feature-based methods do not work directly with image inten-
sities, it is more suitable for situations when illumination
(intensity) changes are expected.

Different from the conventional cases of varying illumina-
tion, in which each image is best captured, the underlying
images with different exposures for HDR synthesis have
great variations of intensities to represent the whole dynamic
range of real scenes. Specifically, the sequence of images for
HDR generation contains severely under-exposed and over-
exposed images. The large variations of intensities pose dif-
ficulty in using intensity-based method for image alignment.
Also, the saturation or near saturation offers great challenge
to use feature-based method because one feature detected in
an image may not occur in another one. The situation is more
challenging for both intensity-based method and feature-
based method if dynamic scenes are considered, because the
content change leads to difficulty in detecting consistent fea-
tures.

Currently, some techniques have been adopted to align a set
of differently exposed images. The SIFT (scale-invariant fea-
ture transform) method was employed to detect the feature
points (key points) in the LDR images, then the RANSAC
(RANdom SAmple Consensus) method was used to find the
best pairs of key points and derived the transform parameters.
An improved SIFT method has been proposed to detect cor-
ners as the feature points. To alleviate the effect of intensity
variation on extracting feature points, both SIFT methods
work in contrast domain. Meanwhile, intensity-based meth-
ods were employed for the extraction of feature points. To
cope with intensity difference, researchers proposed to con-
vert all LDR images to the identical exposure via the camera
response function (CRF). This implies that the CRF has to be
known before registration in the two approaches, which is not
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the usual case in HDR composition. Conventionally, LDR
images are correlated by the empirical “preferred” compara-
metric model, and the spatial and tonal registrations were
simultaneously performed by optimization, for example, a
Levenberg-Marquardt algorithm. It is noted that this method
contains large number (9(q-1) parameters where q is the
number of LDR images) of parameters to be estimated simul-
taneously. Generally, the optimization in high dimensions
may not guarantee global solution and the search speed is
very slow. To mitigate the computation burden, an improved
solution using the piecewise linear comparametric model was
proposed.

Different from aforementioned registrations, a scheme
called median threshold bitmap (MTB) was proposed to con-
vert each LDR image into a binary one, based on which
alignment was performed. This algorithm is popular to align
differently exposed images because it is fast and useful to
solve image alignment for translational movement. It is then
extended to rotational alignment. However, the MTB has the
following drawbacks. Firstly, much information of the origi-
nal images is lost by the simple median threshold. Secondly,
the conversion is very sensitive to noise, especially for the
pixels near the median value. Thirdly, such conversion is
definitely not accurate if the median value is saturated for
over-exposed and under-exposed images.

SUMMARY OF THE INVENTION

Various embodiments provide a method and a device for
aligning a plurality of digital pictures which solves at least
partially the above mentioned problems.

In one embodiment, a method for aligning a plurality of
first digital pictures is provided. Each first digital picture
includes a plurality of pixels wherein each pixel is associated
with a pixel value. The method may include generating a
second digital picture for each first digital picture. In one
embodiment, generating the second digital picture for the first
digital picture may include determining, for each of a plural-
ity of pixels of the first digital picture (e.g. for a subset of the
pixels of the first digital picture), a number representing the
pixel values of pixels in a neighborhood of the pixel relatively
to the pixel value of the pixel. The method may further include
assigning the number as a pixel value to a pixel of the second
digital image corresponding to the pixel of the first digital
image. The method may further include generating alignment
parameters based on the plurality of second digital pictures.
The method may further include aligning the plurality of first
digital pictures based on the aligning parameters.

In one embodiment, a device for aligning a plurality of first
digital pictures is provided. Each first digital picture may
include a plurality of pixels wherein each pixel is associated
with a pixel value. The device may include a first generator
configured to generate a second digital picture for each first
digital picture. In one embodiment, generating the second
digital picture for the first digital picture may include deter-
mining, for each of a plurality of pixels of the first digital
picture, a number representing the pixel values of pixels in a
neighborhood of the pixel relatively to the pixel value of the
pixel. The device may further include an assigning unit con-
figured to assign the number as a pixel value to a pixel of the
second digital image corresponding to the pixel of the first
digital image. The device may further include a second gen-
erator configured to generate alignment parameters based on
the plurality of second digital pictures. The device may fur-
ther include an alignment unit configured to align the plural-
ity of first digital pictures based on the alignment parameters.
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It should be noted that the embodiments described in the
dependent claims of the independent method claim are analo-
gously valid for the corresponding device claim where appli-
cable, and vice versa.

BRIEF DESCRIPTION OF THE DRAWINGS

In the drawings, like reference characters generally refer to
the same parts throughout the different views. The drawings
are not necessarily to scale, emphasis instead generally being
placed upon illustrating the principles of the invention. In the
following description, various embodiments of the invention
are described with reference to the following drawings, in
which:

FIG. 1 shows a method for aligning a plurality of first
digital pictures in one embodiment;

FIG. 2 shows a device for aligning a plurality of first digital
pictures in one embodiment;

FIG. 3 shows a comparagram of two differently exposed
images; and

FIG. 4 shows a flowchart of the method of aligning a
plurality of first digital pictures according to an exemplary
embodiment.

FIG. 5 shows a flowchart illustrating an alignment method
according to an embodiment.

DESCRIPTION

The following detailed description refers to the accompa-
nying drawings that show, by way of illustration, specific
details and embodiments in which the invention may be prac-
ticed. These embodiments are described in sufficient detail to
enable those skilled in the art to practice the invention. In this
regard, directional terminology, such as “top”, “bottom”,
“front”, “back”, “leading”, “trailing”, etc, is used with refer-
ence to the orientation of the Figure(s) being described.
Because components of embodiments may be positioned in a
number of different orientations, the directional terminology
is used for purposes of illustration and is in no way limiting.
Other embodiments may be utilized and structural, logical,
and electrical changes may be made without departing from
the scope of the invention. The various embodiments are not
necessarily mutually exclusive, as some embodiments may
be combined with one or more other embodiments to form
new embodiments. The following detailed description there-
fore, is not to be taken in a limiting sense, and the scope of the
present invention is defined by the appended claims.

The word “exemplary” is used herein to mean “serving as
an example, instance, or illustration”. Any embodiment or
design described herein as “exemplary” is not necessarily to
be construed as preferred or advantageous over other embodi-
ments or designs.

FIG. 1 illustrates a method 100 for aligning a plurality of
first digital pictures according to one embodiment. Each first
digital picture may include a plurality of pixels wherein each
pixel is associated with a pixel value. The method 100
includes 101 generating a second digital picture for each first
digital picture. Generating the second digital picture for the
first digital picture may include determining, for each of a
plurality of pixels of the first digital picture (e.g. for each pixel
of the first digital picture or for a subset of pixels of the first
digital picture), a number representing the pixel values of
pixels in a neighborhood of the pixel relatively to the pixel
value of the pixel. The method 100 further includes 102
assigning the number as a pixel value to a pixel of the second
digital image corresponding to the pixel of the first digital
image. The method 100 may further include 103 generating
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alignment parameters based on the plurality of second digital
pictures. The method 100 may further include 104 aligning
the plurality of first digital pictures based on the aligning
parameters.

In other words, in one embodiment, a plurality of first
digital pictures may be processed to generate an aligned digi-
tal picture (i.e. an output image). Each first digital picture may
include a plurality of pixels wherein each pixel is associated
with a pixel value. The plurality of first digital pictures may be
a set of digital pictures taken for a same scene under different
exposures or lighting conditions, and taken at different angles
such that the same scene is arbitrarily rotated in each picture,
for example. The method may be used to align the plurality of
the first digital pictures. In one embodiment, the method
includes generating a second digital picture for each first
digital picture of the plurality of first digital pictures. For each
pixel (x,y) of a first digital picture, a number which represents
the pixel values of pixels in a neighborhood of the pixel (x, y)
relatively to the pixel value of the pixel (X, y) may be deter-
mined. For example, a string of numbers representing the
pixel values of pixels (x+1,y), (x-1,y), (X, y+1), and (x, y-1)
in the neighborhood of (x, y) relatively to the pixel value of
pixel (x, y) may be determined. However, a person skilled in
the art would appreciate that the number may be determined
based on more or less number of neighborhood pixels of pixel
(X,V). Aperson skilled in the art would also appreciate that the
calculation of the number is not limited above and may be
based on other pixels (e.g. (x+1,y+1), (x+1,y-1), (x=1,y+1),
and (x-1, y-1)) in the neighborhood of (%, y) as well. The
number determined for the pixel (x, y) for the first digital
picture may be assigned as the pixel value to a pixel (%, y) of
the second digital picture corresponding to the pixel (%, y) of
the first digital picture. The number determined for pixel (x,
y) of the first digital picture may reveal the image micro-
structure in the area around pixel (X, y). After generating a
second digital picture for each of the plurality of first digital
pictures, alignment parameters may be determined based on
the generated plurality of second digital pictures. The align-
ment parameters may include for example transition in x
direction between two first digital pictures, transition in y
direction between first digital pictures, and rotation angle
between two first digital pictures. The alignment process may
for example be carried out firstly between two first digital
pictures, and the resulted aligned digital picture may be used
to align with a further first digital picture of the plurality of
first digital pictures. The process may continue until all the
first digital pictures are processed.

For example, according to one embodiment, differently
exposed first images are aligned by normalization of the
differently exposed images and alignment of normalized
images. For example, the differently exposed first images are
first normalized using bidirectional intensity mapping func-
tion (IMF), then the normalized images are coded by a local-
ternary-pattern (LTP) method to generate a LTP-coded image
(i.e. a second image) for each first image, which represents
the consistent micro-structures of the first image. Based on
the LTP-coded second images, a linear model derived from
Taylor extension may be employed to estimate transform
parameters (in other words aligning parameters) for aligning
the first images. For example, to improve accuracy and
robustness, image rotation is initially detected by histogram-
based matching, and both the coarse-to-fine technique by
Gaussian Pyramid and the idea of progressive image align-
ment are implemented to cope with large camera movement
and large intensity variations. To further improve efficiency,
the alignment can be performed by cropped images. It can be
shown by experiments carried out on a variety of static and



US 9,129,413 B2

5

dynamic images that the method according to various
embodiments as for example described below is robust and
significantly outperforms the conventional methods and the
popular HDR tools.

In one embodiment, determining, for each of a plurality of
pixels of the first digital picture, a number representing the
pixel values of pixels in the neighborhood of the pixel rela-
tively to the pixel value of the pixel includes determining a
relative value for each pixel of pixels in the neighborhood of
the pixel based on comparison of the pixel value of the pixel
and the pixel value of the pixel in the neighborhood of the
pixel. This embodiment is further illustrated with reference to
equation (3). In one embodiment, determining, for each of a
plurality of pixels of the first digital picture, a number repre-
senting the pixel values of pixels in the neighborhood of the
pixel relatively to the pixel value of the pixel further includes
determining the number representing the pixel values of pix-
els in the neighborhood of the pixel relatively to the pixel
value of the pixel based on the determined relative values.
This embodiment is further illustrated with reference to equa-
tion (4).

In a further embodiment, determining a relative value for a
pixel in the neighborhood of the pixel based on comparison of
the pixel value of the pixel and the pixel value of the pixel in
the neighborhood of the pixel includes determining a differ-
ence between the pixel value of the pixel and the pixel value
of' the pixel in the neighborhood of the pixel, and comparing
the difference with a threshold value. In a further exemplary
embodiment, when the difference is larger than the threshold
value, the relative value is determined to be a first pre-deter-
mined value. When the absolute value of the difference is
smaller than or equal to the threshold value, the relative value
is determined to be a second pre-determined value. When the
difference is smaller than opposite of the threshold value, the
relative value is determined to be a third pre-determined
value. This embodiment is further illustrated with reference
to equation (3).

In one embodiment, the number representing the pixel
values of pixels in the neighborhood of the pixel relatively to
the pixel value of the pixel is determined to be sum of the
relative value for each pixel of the pixels in the neighborhood
of the pixel. In a further embodiment, each relative value is
weighed differently. This embodiment is further illustrated
with reference to equation (4).

In one embodiment, the threshold value is determined
based on a comparagram which is a two-dimensional joint
histogram between a reference first digital picture and a target
first digital picture of the plurality of first digital pictures. In
a further embodiment, the method 100 further includes deter-
mining, for each pixel value of the reference first digital
picture, a majority pixel value in the target first digital picture
mapping from the reference first digital picture based on the
comparagram. This embodiment is further illustrated with
reference to equation (5).

In one embodiment, the threshold value is determined
based on a histogram for the target first digital picture. This
embodiment is further illustrated with reference to equation
(6).

In one embodiment, generating the second digital picture
for the first digital picture comprises normalizing the expo-
sure of the first digital picture and generating the second
digital picture based on the first digital picture with normal-
ized exposure.

The first digital picture may for example be normalized by
a bidirectional intensity mapping function (e.g. in terms of'its
intensity).
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Generating the second digital picture for the first digital
picture may comprise reducing the size of the first digital
picture and generating the second digital picture for the first
digital picture with reduced size. In other words, the genera-
tion of the second digital pictures (and thus the generation of
the alignment parameters) may be performed based on
cropped versions of the first digital pictures.

In one embodiment, the aligning parameters include trans-
lation in a first direction (e.g. X direction), translation in a
second direction (e.g. y direction), and rotation angle,
wherein the first direction is orthogonal to the second direc-
tion.

In one embodiment, the aligning parameters are approxi-
mated using Taylor series. This embodiment is further illus-
trated with reference to equations (12) to (16).

In one embodiment, generating the aligning parameter of
translation in the first direction and the aligning parameter of
translation in the second direction includes generating
reduced density second digital pictures. This embodiment is
further illustrated with reference to equations (17) to (19).

In one embodiment, generating the aligning parameter of
rotation angle includes determining, for each second digital
picture, a histogram in a first direction and a histogram in a
second direction for each second digital picture, the first
direction being orthogonal to the second direction. This
embodiment is further illustrated with reference to equations
(20) to (24).

In one embodiment, aligning the plurality of first digital
pictures starts from the first digital pictures which have rela-
tively low saturation.

FIG. 2 shows a device 200 for aligning a plurality of first
digital pictures according to one embodiment. Each first digi-
tal picture includes a plurality of pixels wherein each pixel is
associated with a pixel value. The device 200 may correspond
to the method 100 as described herein.

The device 200 may include a first generator 201 config-
ured to generate a second digital picture for each first digital
picture. Generating the second digital picture for the first
digital picture includes determining, for each of a plurality of
pixels of the first digital picture, a number representing the
pixel values of pixels in a neighborhood of the pixel relatively
to the pixel value of the pixel. The device 200 may further
include an assigning unit 202 configured to assign the number
as a pixel value to a pixel of the second digital image corre-
sponding to the pixel of the first digital image. The device 200
may further include a second generator 203 configured to
generate aligning parameters based on the plurality of second
digital pictures. The device 200 may further include a align-
ing unit 204 configured to align the plurality of first digital
pictures based on the aligning parameters.

The method for aligning a plurality of first digital pictures
as described herein will now be described according to vari-
ous exemplary embodiments as follows.

According to one embodiment, the method includes carry-
ing out an algorithm for alignment of differently exposed
images that comprises a normalization module and an align-
ment module. The normalization module computes rotation
and translations by using cropped images rather than full
images. Normally, a large cropped image size increases
robustness but reduces speed of the algorithm. Since there are
possibly under-exposed and/or over-exposed regions, espe-
cially moving objects in the input images, the cropped image
size is selected as half of the original image size. A smaller
cropped window size, such as one quarter of the full image
size can be selected to align differently exposed images of
static scenes. To reduce/remove possibly large intensity
changes among input images, a bidirectional approach is
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introduced to normalize all cropped images. The concept of
local ternary pattern (LTP) is further adopted to extract local
gray-level structures of normalized cropped images such that
the robustness of the proposed algorithm with respect to
over/underexposed regions is further improved. A linear opti-
mization based algorithm together with coarse-to-fine tech-
nique and histogram based matching is then adopted to esti-
mate the rotation and translations by using the LTP codes of
cropped images. Finally, all original input images are aligned
by using the estimated rotation and translations based on the
idea of progressive image alignment.

The function of a digital camera is to convert scene radi-
ance E into intensity image Z in a specific exposure time At,
which may be modeled as follows:

Z=W(EA?) (6]

where W is called the camera response function (CRF) and it
may be assumed to be a monotonically increasing function.

Assume that a sequence of images for the same scene butin
different exposure times [,eR**" (k=1, 2, .. . q), where M is
the image height, N is the image width and q is the number of
images, are captured. If the CRF W is known, an image in a
first exposure may then be converted into an image in a
second exposure, and the q images with different exposure
times may thus be normalized to a specific exposure. Yet, the
computation of CRF is not easy because it is a nonlinear
function.

According to one embodiment, an alternative solution
called image mapping function (IMF) for establishing rela-
tionship between differently exposed images is used. The
IMF is employed to normalize differently exposed images
because this method can work without image alignment.

Given two images I, L,eR **" with the approximate scene
in exposure time At,, At, respectively, without loss of gener-
ality, At, is assumed to be larger than At,. Z(x, y) represents
the intensity in position (X, y). A bidirectional mapping
method is introduced to normalize 1, I, as follows:

Zy(x, y)
fi2(Zy (x, )

fu(Zy(x, )
Z5(x, y)

if Zi(x, y) > Zp
otherwise

if Zy(x, y) > fi12(Zo)
otherwise

_ 2
Zi(x, y) =

Zy(x, ) = {

where Z, is a pre-defined intensity, f,(Z) (i, j=1 or 2) is the
IMF which mapping intensities in image I, to image 1,. The
IMF can be calculated by their corresponding cumulative
histograms. According to one embodiment, Local-ternary-
pattern coded images are generated for the images of the
sequence of images. This is explained in the following.

Let P be a pixel with intensity Z(P), and Q() (=1, 2, 3, 4)
the 4-connected neighborhood. The local ternary pattern
(LTP) S of pixel P is performed as follows:

2if Q) -Z(P)> 6
1if-6=<Q()-Z(P) =<6
0if Q(j) - Z(P) < =6

©)
S =

where 0 is a pre-defined parameter and can be seen as a
threshold value. S may be referred to as local ternary pattern
(LTP) S of pixel P.

It can be seen that the equation (3) transforms the intensity
Z(P) into local ternary pattern (LTP), a ternary string T(P) at
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pixel P, which represents the relative intensities in its neigh-
borhood instead of the absolute intensity.

It is worth mentioning that the local pattern in equation (3)
is ternary instead of binary. This is because the LTP represen-
tation is more resistant to noise and error resulted from imag-
ing system and image processing, for example, quantization,
interpolation and so on. Using equation (3), the normalized
images TeR*™?" (k=1, 2, . . . q) by the IMF are further
uniquely represented by LTP-coded or feature images
FeR*™ (k=1,2,...q), in which each element is calculated
as follows

T(P)==-0°S()¥ Q)

It can be seen that the 3-value coded intensities are in range of
[0, 80].

According to one embodiment, cropped feature images
FeRM™*M (k=1, 2, . . . q) are used for alignment. This is
described in the following.

A sequence of images in different exposure is usually cap-
tured in short time. This situation makes it possible to track
camera movement using 2-D Fuclidean transform. As rigid
body motion is assumed in in-plane motion, the three param-
eters, rotation, translations in X, y directions are always same
in motion plane. Hence, we can crop small part of the images
to achieve fast image alignment.

It is noted that the input images might include moving
objects and there are over/under exposed regions in the input
images. The size of cropped images cannot be too small. It is
recommended that the size of cropped images is from one
quarter of the original image size to the full image size. If the
size of input images is less than (1280x960) pixels, the size of
cropped images is equal to the full image size. Otherwise, the
cropped window is defined as follows:

{(x,y)‘(g—w)M5x5(§+w)M,1sst}, ®

where M and N are the height and width of input images, o is
a parameter and its value plays an important role in tradeoff
between the speed and the robustness of the proposed algo-
rithm. The robustness of the proposed algorithm is increased
with a larger o while its speed is reduced. Small . is selected
if there is no moving object in differently exposed images. It
should be mentioned that the center line of cropped images is
at the bottom half of input images. Such a selection is based
on an assumption that statistically moving objects usually
appear above the top half of images.

An further alternative solution for CRF estimation without
image alignment may be used under the assumption that the
LDR images have nearly same histograms.

Itis observed that the CRF curve is monotonically increas-
ing. Assuming two images 1,,I, with the identical scene in
exposure time At ,At, respectively, E(x,, v,), E(x,, y,) are
two radiances at different positions (x,, y,) and (X,, ¥,). The
following relationship exists due to monotonic property:

E@up)zE@Ey:)™ Zyx,y1)2Z1(30.2), 21y )22
(x2.32)

(6
where Z,(i=1, 2) are the intensities in ith image. This implies
that the exposure variations change the intensities, but keep
the relative order of intensities. This fact leads to extracting
such relationship of differently exposed images.

Let P be a pixel with intensity Z(P), and Q() =1, 2, 3, 4)
the 4-connected neighborhood pixel of P. Illustratively, for
example, if P is (%, y), Q(1) may be (x-1, y), Q(2) may be
(x+1, y), Q(3) may be (x, y+1), and Q(4) may be (x, y-1).
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However, definition of Q(j) is not limited thereto. A relative
value for each pixel for the plurality of pixels Q(j) in the
neighborhood of the pixel P may be determined by equation
3)

A number representing the pixel values of the plurality of
pixels Q(j) in the neighborhood of pixel P relatively to the
pixel value of pixel P may be determined by equation (4).

T(P) can be seen to reveal the image micro-structure, which

5

is photometrically invariant to monotonic transform of inten- 10

sity function. Therefore, the images in different exposures
may be unified by such transform.

Accordingly, the transforms by equations (3), (4) convert
the original images with different exposures I,eR** (k=1,
2,...q) into the unified feature (UTP) images F,eR **" (k=1,
2, ...q). Such transforms may be viewed as a normalized
process which keeps the local structure of differently exposed
images. One of the advantages is that such transform has very
low computation and low sensitivity to changes in intensities.

The determination of the parameter d may be dependent on
the intensity relationship of the images aligned. A compara-
gram may be employed as an efficient tool to describe such
relationship according to one embodiment.

The comparagram is defined as a two-dimensional joint
histogram between two images I, and I,. Let n be the total
number of grayscales within images I, and I,, the compara-
gram C(Z,’, 7/)eR """ represents the number of pixels which
satisfies I,(x, y)=Z," and L(x, y)=Z5 simultaneously wherein
i means the ith grayscale in images I, and j means the jth
grayscale in image I,. A comparagram captures information
about the pixel relationship between the two images while
discarding spatial information in the images.

FIG. 3 shows a comparagram of two differently exposed
images. The horizontal axis is the intensity in the image I;.
The vertical axis is the intensity in the image I,. The bar on the
right of FIG. 3 shows that different brightness represents
different number of pixels. It can be observed from FIG. 3 that
the comparagram is distributed as an image instead ofa curve.
This verifies that two images with different exposures do not
strictly follow the monotonous property as depicted in
expression (2).

It may be seen from the comparagram that the projection of
C(Z,’,Z/) onto image 1, is actually the histogram H, of image
I,. Setting Z,=a, the resulted vector H,(a) indicates the dis-
tribution of intensities in image I, corresponding to I,(x,
y)=c.. It may be easily observed the following two properties
from the comparagram:

(1) The histograms H, (Z) of image I, and H,(Z) of image I,
are not identical;

(2) The distributions H,(Z,") (i=1, 2. . . n) of the intensities in
image I, corresponding to different intensities Z,” in image

1, have different scatters.

The scatters have similar characters of parameter §, which
indicate the intensity relationship. The difference between
them is that the parameter & describes the intensity variations
in different locations, while the scatters depict the distribu-
tions (i.e., histogram) of intensity variations in different gray-
scale levels. The above observations lead to the adaptive
method to determine the parameter d for each grayscale level
using weighting variances according to one exemplary
embodiment.
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10
Suppose I, is the reference image. For each grayscale level
7, (=1,2,...n), find

Zé = argjzlrr%ax . (C(Zi, Zé)) ®)

i.e., Z,” is the majority of grayscale level in image 1, mapping
from Z," in image 1, and obtain the histogram H,(Z,%). The
parameter 0, for image I, may be calculated as weighting
variance as follows:

oo ) ©
> Wit )« - 7))
n) = [T
> Wit Z)
=
where W/ is the weighting which is defined as
M

; 7z -z
P
a-

Similarly, assuming image I, is the reference image,
8,(Z5) may be found for each grayscale level 77, (j=
1,2, ...n)as follows:

S Wi «Z -2
szh= | =

D WiHz)

i=1

and the final result for parameter d in each grayscale level Z is
determined as follows:

8(2y=max{5,(2).5,(2)} ©

It can be seen from equations (6) and (8) that the parameter
J tolerates the error resulted from imaging system and image
processing, while tries to suppress effect of image noise by
using weighting function and histogram counts.

Estimation of aligning parameters (or transform param-
eters) according to various exemplary embodiments is pro-
vided as follows.

Itis noted that the images F,eR **" (k=1, 2, ... q) may be
viewed as feature images (ternary-string features) of original
images I,eR™ (k=1, 2, . . . q). Image alignment may be
performed using the cropped feature images F,e R (k=1,
2, ...q) by conventional matching algorithms, for example,
the alignment may be performed by the following similarity
measure:

0" = argmin|F;(x, ) ® F;(x, y, O)| 10
Q

where © is the transform parameters (rotation as well as
translations in x, y directions), ©* is the optimal parameters
obtained, € represents the Hamming distance in which the
image similarity is measured.
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On the other hand, the feature images FeR»"™ (k=
1, 2, . .. q) may be regarded as the normalized images of

differently exposed images, in which the 3-value coded inten-
sities are in range of [0, 80], and accordingly the intensity-
based methods may be employed for image alignment. In the
following, a fast optimization via linear model is provided
according to one embodiment.

LetI, and I, be two LDR images to be aligned, and F, and
F, be the cropped ternary coded images of I, and I, obtained
from equations (3) to (4) respectively. Suppose that the trans-
lations between I, and I, are a and b in x, y directions respec-
tively, and the rotational angle is 6. Then

F,(x,3)=F,(x cos 60—y sin O+a,y cos 0+x sin 6+b) an

Assuming the movement is small, sin 6 and cos 6 may be
expanded to the first two terms in Taylor series according to
one exemplary embodiment, and again F, may be expanded
by Taylor series to the first order, then obtain the following
linear equations:

ok 2+b +6 RBFl =
a Ax Ax
*F, ¥ . aF, } . RBE _
¢/ \axay) * By " By

&F, _
B_(Fl -Fy)

dxdy

where

dF; 2x _ . (13)

i _Fg(xa WFix,y)i=1,2

dF; 2y _ . (14)

Ty - _Fg(xa WFix,y) i=1,2

® oF, OF; (15)
=8y TV ax

and g(x, y) is the Gaussian function defined as follows:

(16)

2 +y?
gx, y)=expl - —
a

Therefore, the parameters may be obtained via the least
squared estimation and the solution may achieve sub-pixel
accuracy.

It is however noted that the Taylor approximation in equa-
tion (12) is accurate only if the translation and rotation
between the two images are small. To register two images
with large translation, the coarse-to-fine technique using the
Gaussian pyramid may be employed according to one
embodiment.

The Gaussian pyramid consists of low-pass filtered,
reduced density image of the preceding level of the pyramid,
where the base level is defined as the original image. More
formally, for a cropped LTP image F(x, y)eR ™ the Gaus-
sian pyramid is defined recursively as follows:

For level O:

Goxy)=F(xy) an
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For level 1:

2 2 (18)
Gi(x, y) = Z Z wim, n)Gi_1(2x +m, 2y + n)

m=—2n=—2

where w (m, n) is the Gaussian kernel convolved with G,_ (x,
¥)-

Assuming two images with translations T, in x direction
and T, iny direction, and L-level Gaussian pyramids are built,
the translations T,”, T/ in the Lth level image G, (x, y) are

a9

Therefore, more levels lead to smaller translations. The
level L is determined by the smallest image, which may be no
less than 16x16.

Estimation of rotational angle by histogram-based match-
ing is provided according to one exemplary embodiment as
follows.

It is highlighted that the Gaussian pyramids change the
image translations in different levels but do not affect the
image rotation. Large rotation results in poor performance of
the linear model in equation (12). Accordingly, histogram-
based matching to detect rotational angles is provided accord-
ing to one embodiment.

LetF,, F,eR* be the cropped feature images obtained
from equation (4) respectively. For a feature image F,(i=1, 2),
the histogram in x direction may be obtained:

HEX(=hg k™ . heg®) i=1,2j=12, ... N, (20)

Then the rotational angle 6™ may be found:

Ny
o) = arggnin [HI () - H3(J, ©O)
=1

@D

Similarly, the histogram may be obtained by projecting the
feature image F,(i=1, 2), in y direction:

HYGy=h hihs .. hed) i=1,25=12, ... M, (22)
and the rotational angle 6” may be found:
My 23)

O = argminy |1} (/)= H3 . O@)
j=1

1f16°-8Y1<C, where T is a small value, e.g. 0<C<1, it may be
confirmed that the estimations in both x direction and y direc-
tion are correct, and the final result may be determined as
follows:

0,=(6"+6”)/2 (24)

It is seen that the histogram matching decouples the X, y
spaces so that the searching time is O(d?) instead of O(d?).
The angle 6, is then served as initial parameter for further
optimization shown in equation (12).

In one exemplary embodiment, progressive image align-
ment is provided.

To align images, an initial reference image may be
selected. As the images in different exposures for HDR syn-
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thesis may have great variations of intensities, an image with
less saturation may be chosen as reference so that more fea-
tures may be extracted. [llustratively, the reference image k,,
may be determined by the following criterion:

ko = argmkax{(i, N2 ;<250 and Z; > 20} (25)

For the reference image, the translation may be set [a(k,),
b(ky)|=[0, 0], and rotation may be set 0(k,)=0, then other
images may be aligned to it. As two images with great differ-
ent exposures may have big difference in both tonal domain
and spatial domain, it may be desirable to only align the
consecutive images (k,—1)/(k,+1) (only select k,+1 as
example below) by using the initial reference image. After
estimating the transform parameters between images k, and
ko+1, the image k,+1 may be served as a new reference to
align the image k,+2. This may also be referred to as progres-
sive image alignment. The transform parameters may be
finally calculated as follows:

[a(k0+1)),]b(k0+1)]:[Tx(ko,k0+1),Ty(ko,k0+1)]+[a(k0),b
0.

O (ko+1)=P ko, ko+1)+6(ke) (26)

where T,(ky, ko+1), T (ko, ko+1), and B(k,, ky+1) are the
transform parameters of images k,+1 with respect to image
ko

FIG. 4 illustrates a flowchart 400 for aligning a plurality of
first digital pictures with different exposures according to one
exemplary embodiment.

In 401, a coarse-to-fine technique using Gaussian pyramid
may be applied to each of the plurality of first digital pictures,
such that I levels of reduced density images is generated for
each of the plurality of first digital pictures.

In 402, a comparagram may be computed. The alignment
process may be carried out each time for two consecutive
images, and the each newly aligned image may serve as the
reference image for the next alignment. The alignment pro-
cess may continue until all the images are aligned. Optionally,
the plurality of first digital picture may be first ranked accord-
ing to saturation, and the alignment process may start from
the images having relatively less saturation. A comparagram
may be computed for each two consecutive images such that
the parameter 8 may be determined. Illustratively, two first
digital pictures with least saturation may be firstly selected to
compute comparagram.

In 403, a second digital picture may be generated for each
first digital picture using the equations (3) and (4) and the
parameter d determined in 402.

It should be noted that 402 may alternatively include the
normalization of the images by IMFs (e.g. without usage of a
comparagram) and that 403 may include generating the L'TP
representation and the generation of cropped LTP-coded
images.

In 404, rotation between the two consecutive pictures may
be detected, e.g. using the equations (20) to (24).

In 405, the aligning parameters are estimated for the two
consecutive digital pictures based on the second digital pic-
tures and the detected rotation.

In 406, it is determined whether all L levels of pyramids
have been run. If not, it goes to 407, in which the coarse-to-
fine technique is applied again and then goes to process 402.
If in 406 it is determined all L levels of pyramids have been
run, it goes to 408, in which the final alignment (or transform)
parameters are obtained, for example, using equation (26).
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It should be noted that the Lth level is determined by the
smallest image size which is for example no less than 16 by
16.

In 409, it is determined whether the alignment parameters
have been determined for each pair of consecutive first digital
pictures. If not, it goes to process 410 wherein the next con-
secutive first digital picture is selected, and thereafter it goes
back to 402. If it is determined in 409 that all the images have
been processed, then the plurality of first digital pictures are
aligned using the aligning parameters determined.

In summary, various embodiments provide a novel LTP
method to cope with differently exposed images. Essentially,
the LTP represents the consistent micro-structures of differ-
ently exposed images, which is photometrically invariant to
monotonic transform of intensity function, while at the same
time, tolerates the image error arising from imaging system
(for example, quantization, mosaicing), image processing
(for example, interpolation) and alleviates the effect of image
noise. This representation is pixel-wise instead of feature
extraction, which is independent of image saturation. An
automatic and efficient method is provided to adaptively
determine the LTP features by the comparagram derived from
the underlying images. Then a fast optimal scheme is pro-
vided to compute the transform parameters (or aligning
parameters). To solve large camera movement and large
intensity variations accurately and robustly, the rotational
angle may be initially detected by histogram-based matching.
Further, the coarse-to-fine technique by Gaussian Pyramid
and the progressive image alignment may be implemented.
The results show that the LTP method as described herein
may be used in both static and dynamic scenes, the situation
that the scenes have high dynamic range as well the cases that
the underlying images are captured with large movement of
camera.

Various embodiments provide a local ternary pattern (LTP)
which represents the consistent micro-structure of differently
exposed images. An TP is invariant of exposure times. It is
pixel-based and is independent of image saturation. Various
embodiments further provide a method that determines the
LTP features by performing a two-dimensional joint histo-
gram between the reference image and a target image. Various
embodiments further provide a method that aligns difterently
exposed images by estimating the transform parameters. This
may be performed by conventional matching algorithm.
However, the solution as provided improved this by using a
fast optimizing linear model in which the transform param-
eters are estimated using the first two terms of the Taylor
series. In order for the estimation to be accurate, a coarse-to-
fine technique may be used for correcting translation between
the two images, and a histogram-based matching technique
may be used for correcting rotational angles between the two
images. Various embodiments further provide a method that
performs progressive image alignment wherein an image
with less saturation is selected as the initial reference image
and alignment is carried out with a neighboring image, one
image at a time. Each newly aligned image may serve as the
reference image for the next alignment.

Various embodiments provide a local ternary pattern (LTP)
to represent invariant features of differently exposed images.
This pattern is pixel-wise instead of feature extraction, which
is independent of image saturation. Essentially, LTP repre-
sents the consistent micro-structure of differently exposed
images which is invariant of exposure times. A method is
provided to adaptively determine the LTP features by the
comparagram, i.e., two-dimensional joint histogram between
two images, so that the LTPs are robust and consistent against
image errors resulted from imaging system, image processing
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and image noise. Then a fast optimal scheme is developed to
determine the transform parameters. To cope with large cam-
era movement and large intensity variations, image rotation is
initially detected by histogram-based matching, and the
coarse-to-fine technique by Gaussian Pyramid and the idea of
progressive image alignment are implemented.

According to various embodiments, a method to align dif-
ferently exposed images is provided. According to one
embodiment, the method comprises a normalization module
(e.g. anormalization step) and an alignment module (e.g. an
alignment step). For the normalization module, the difter-
ently exposed images are first normalized using bidirectional
IMF. Such procedure can greatly improve accuracy of nor-
malization because more reliable intensities are used. Then
the normalized images are represented in LTP-coded images,
which represent the consistent micro-structures of differently
exposed images. It can be shown that the LTP representation
is more resistant to noise and error resulted from imaging
system and image processing, for example, quantization,
interpolation and so on. Then the transform parameters are
computed. To solve large camera movement and large inten-
sity variations accurately and robustly, the rotational angle
may be initially detected by histogram-based matching; the
coarse-to-fine technique by Gaussian Pyramid and the idea of
progressive image alignment are implemented. To further
improve efficiency, the alignment may be performed by
cropped images. Experimental results carried out on a variety
of static and dynamic images demonstrate that the proposed
method is robust to 4 EV, and the operation time is around 20
second for 3M images in Matlab environment. The results
show that the method can be used in both static and dynamic
scenes; the situation that the scenes have high dynamic range
as well the cases that the underlying images are captured with
large movement of camera.

The method for aligning images according to one embodi-
ment comprises a step of a bidirectional IMF before the LTP
step to (at least roughly) normalize the differently exposed
images before the LTP step. This has the advantage of not
needing to use an adaptive method to determine the threshold
for each gray level. Thus, the comparagram method described
above for determining the LTP is not necessary. See 402 in
FIG. 4 where IMF normalization may be done instead of the
comparagram approach.

According to one embodiment, the method comprises
usage of the option to allow the use of cropped images for the
image alignment method. This option helps to improve effi-
ciency. However, depending on the image content, it may also
result in a poorer image quality. This option may therefore be
used depending on the image content as well as the hardware
requirement (e.g. running this method with a full image on a
pc and running it with a cropped image on a smartphone, for
example).

According to one embodiment, a procedure is carried out
as illustrated in FIG. 5.

FIG. 5 shows a flowchart 500 illustrating an alignment
method for a plurality of digital images according to an
embodiment.

In 501, normalization by bidirectional IMFs is performed.
The exposure of the plurality of images is normalized (such
that all images have the same exposure value). The normal-
ization of the exposure makes the subsequent processing in
502 to 503 casier.

In 502, an LTP representation (also referred to as LTP-
coded image) is generated for each of the normalized images.

In 503, an alignment algorithm is run on either the full or a
cropped LTP-coded image created in 502 for each of the
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plurality of digital images to create one or more alignment
parameters (e.g. a translation vector and/or a rotation angle).

In 504, each digital image is aligned to create an aligned
digital image based on the one or more alignment parameters
created for the digital image. Each aligned digital image may
be generated to have the same exposure value as the original
digital image, i.e. the exposure level may be left unchanged
by the alignment.

While the invention has been particularly shown and
described with reference to specific embodiments, it should
be understood by those skilled in the art that various changes
in form and detail may be made therein without departing
from the scope of the invention as defined by the appended
claims. The scope of the invention is thus indicated by the
appended claims and all changes which come within the
meaning and range of equivalency of the claims are therefore
intended to be embraced.

What is claimed is:

1. A method for aligning a plurality of first digital pictures,
each first digital picture comprising a plurality of pixels
wherein each pixel is associated with a pixel value, the
method comprising:

generating, by a processor, a second digital picture for each

first digital picture,

wherein generating the second digital picture for the first

digital picture comprises determining, for each of a plu-
rality of pixels of the first digital picture, a number
representing the pixel values of pixels in a neighborhood
of the pixel relatively to the pixel value of the pixel;

assigning, by a processor, the number as a pixel value to a

pixel of the second digital picture corresponding to the
pixel of the first digital picture;

generating, by a processor, aligning parameters based on

the plurality of second digital pictures; and

aligning, by a processor, the plurality of first digital pic-

tures based on the aligning parameters;

wherein determining, for each of a plurality of pixels of the

first digital picture, a number representing the pixel val-
ues of pixels in the neighborhood of the pixel relatively
to the pixel value of the pixel comprises
determining a relative value for each pixel of the pixels in
the neighborhood of the pixel based on comparison of
the pixel value of the pixel and the pixel value of the
pixel in the neighborhood of the pixel; and

determining the number representing the pixel values of
the pixels in the neighborhood of the pixel relatively to
the pixel value of the pixel based on the determined
relative values;
wherein determining a relative value for each pixel of the
pixels in the neighborhood of the pixel based on com-
parison of the pixel value of the pixel and the pixel value
of the pixel in the neighborhood of the pixel comprises

determining a difference between the pixel value of the
pixel and the pixel value of the pixel in the neighborhood
of the pixel; and

comparing the difference with a threshold value;

wherein the threshold value is determined based on a com-

paragram which is a two-dimensional joint histogram
between a reference first digital picture and a target first
digital picture of a plurality of first digital pictures.

2. The method according to claim 1, wherein when the
difference is larger than the threshold value, the relative value
is determined to be a first pre-determined value.

3. The method according to claim 1, wherein when the
absolute value of the difference is smaller than or equal to the
threshold value, the relative value is determined to be a sec-
ond pre-determined value.
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4. The method according to claim 1, wherein when the
difference is smaller than opposite of the threshold value, the
relative value is determined to be a third pre-determined
value.

5. The method according to claim 1, wherein the number
representing the pixel values of the pixels in the neighbor-
hood of the pixel relatively to the pixel value of the pixel is
determined to be sum of the relative value for each pixel of the
pixels in the neighborhood of the pixel.

6. The method according to claim 5, wherein each relative
value is weighed differently.

7. The method according to claim 1, further comprising:
determining, for each pixel value of the reference first digital
picture, a majority pixel value in the target first digital picture
mapping from the reference first digital picture based on the
comparagram.

8. The method according to claim 1, wherein the threshold
value is determined based on a histogram for the target first
digital picture.

9. The method of claim 1, wherein generating the second
digital picture for the first digital picture comprises normal-
izing the exposure of the first digital picture and generating
the second digital picture based on the first digital picture with
normalized exposure.

10. The method of claim 9, wherein the exposure of the first
digital picture is normalized by a bidirectional intensity map-
ping function.

11. The method of claim 1, wherein generating the second
digital picture for the first digital picture comprises reducing
the size of the first digital picture and generating the second
digital picture for the first digital picture with reduced size.

12. The method according to claim 1, wherein the aligning
parameters comprises translation in a first direction, transla-
tion in a second direction, and rotation angle, wherein the first
direction is orthogonal to the second direction.

13. The method according to claim 12, wherein the align-
ing parameters are approximated using Taylor series.

14. The method according to claim 12, wherein generating
the aligning parameter of translation in the first direction and
the aligning parameter of translation in the second direction
comprises generating reduced density second digital pictures.

15. The method according to claim 12, wherein generating
the aligning parameter of rotation angle comprises determin-
ing, for each second digital picture, a histogram in a first
direction and a histogram in a second direction for each
second digital picture, the first direction being orthogonal to
the second direction.

16. The method according to claim 1, wherein aligning the
plurality of first digital pictures starts from the first digital
pictures which have relatively low saturation.
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17. A device for aligning a plurality of first digital pictures,
each first digital picture comprising a plurality of pixels
wherein each pixel is associated with a pixel value, the device
comprising:

a first generator, comprising at least one processor, config-
ured to generate a second digital picture for each first
digital picture,

wherein generating the second digital picture for the first
digital picture comprises determining, for each of a plu-
rality of pixels of the first digital picture, a number
representing the pixel values of a plurality of pixels in a
neighborhood of the pixel relatively to the pixel value of
the pixel;

an assigning unit, comprising at least one processor, con-
figured to assign the number as a pixel value to a pixel of
the second digital picture corresponding to the pixel of
the first digital picture;

a second generator, comprising at least one processor, con-
figured to generate aligning parameters based on the
plurality of second digital pictures; and

a aligning unit, comprising at least one processor, config-
ured to align the plurality of first digital pictures based
on the aligning parameters;

wherein determining, for each of a plurality of pixels of the
first digital picture, a number representing the pixel val-
ues of pixels in the neighborhood of the pixel relatively
to the pixel value of the pixel comprises determining a
relative value for each pixel of the pixels in the neigh-
borhood of the pixel based on comparison of the pixel
value of the pixel and the pixel value of the pixel in the
neighborhood of the pixel; and

determining the number representing the pixel values of
the pixels in the neighborhood of the pixel relatively to
the pixel value of the pixel based on the determined
relative values;

wherein determining a relative value for each pixel of the
pixels in the neighborhood of the pixel based on com-
parison of the pixel value of the pixel and the pixel value
of the pixel in the neighborhood of the pixel comprises

determining a difference between the pixel value of the
pixel and the pixel value of the pixel in the neighborhood
of the pixel; and

comparing the difference with a threshold value;

wherein the threshold value is determined based on a com-
paragram which is a two-dimensional joint histogram
between a reference first digital picture and a target first
digital picture of a plurality of first digital pictures.
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